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Artificial intelligence is prone to
overdiagnosis
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PERSPECTIVE MACHINE LEARNING AND THE CANCER-DIAGNOS!S PROBLEM
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histopathological gold standard.”

There is no single right answer to the question: “What constitutes cancer?” In fact, some
microscopic cellular abnormalities may meet the pathological definition of cancer but may not be
destined to cause symptoms or death. Since Al allows to analyse images in a faster and cheaper way,
clinicians may be encouraged to request more exams, boosting opportunities for overdiagnosis.

“One approach to mitigating this problem would be to make use of the information manifested by
disagreements regarding pathology” Gilbert Welch, senior investigator at Brigham’s Centre for
Surgery and Public Health, Brigham Women’s Hospital in Boston, suggests. “In other words, using
an external

standard based on judgments from a diverse panel of pathologists, algorithms could be trained to
discriminate among three categories: total agreement regarding the presence of cancer, total
agreement regarding the absence of cancer, and disagreement regarding whether cancer is
present.” Lesions that are of uncertain significance should deserve further attention by the
pathologist and, possibly, a conservative approach from the oncologist.

“Ultimately, what matters to patients and clinicians is whether the diagnosis of cancer has relevance
to the length or quality of life” the authors conclude. “We believe that the possibility of training
machine-learning algorithms to recognize an intermediate category between “cancer” and “not
cancer” should be given serious consideration before this technology is widely adopted.”



